
REVIEW

Dos and don’ts of testing the geographic mosaic
theory of coevolution

R Gomulkiewicz1,2, DM Drown1, MF Dybdahl1, W Godsoe3, SL Nuismer3, KM Pepin3,4, BJ Ridenhour3,
CI Smith3 and JB Yoder3
1School of Biological Sciences, Washington State University, Pullman, WA, USA; 2Department of Mathematics, Washington State
University, Pullman, WA, USA and 3Department of Biology, University of Idaho, Moscow, ID, USA

The geographic mosaic theory of coevolution is stimulating
much new research on interspecific interactions. We provide
a guide to the fundamental components of the theory, its
processes and main predictions. Our primary objectives are
to clarify misconceptions regarding the geographic mosaic
theory of coevolution and to describe how empiricists can test
the theory rigorously. In particular, we explain why confirming
the three main predicted empirical patterns (spatial variation
in traits mediating interactions among species, trait mis-

matching among interacting species and few species-level
coevolved traits) does not provide unequivocal support for the
theory. We suggest that strong empirical tests of the
geographic mosaic theory of coevolution should focus on its
underlying processes: coevolutionary hot and cold spots,
selection mosaics and trait remixing. We describe these
processes and discuss potential ways each can be tested.
Heredity (2007) 98, 249–258. doi:10.1038/sj.hdy.6800949;
published online 7 March 2007
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Introduction

Coevolution among species and the impacts of geogra-
phy on evolution have always been major research areas
within evolutionary biology. However, interest in study-
ing coevolution in a geographic context has recently
escalated. A search of the ISI Web of Science shows a
dramatic increase over the last 15 years in the number of
publications considering both coevolution and geogra-
phy (Figure 1). Moreover, a growing portion of these
papers cite the publications of John N Thompson,
whose book ‘The Geographic Mosaic of Coevolution’
(Thompson, 2005) is the latest treatise on this emerging
sub-discipline (Figure 1). Thompson’s book and papers
provide a compendium of the empirical literature on
interacting species whose ranges span broad and vari-
able landscapes. They also advance the geographic
mosaic theory of coevolution, which is a particular thesis
regarding the role of evolutionary and ecological
processes in determining patterns of coevolutionary
outcome across geographical localities.

The geographic mosaic theory of coevolution
(‘GMTC’) hypothesizes that three processes are the
primary drivers of coevolutionary dynamics: inter-
mingled coevolutionary hot and cold spots, selection
mosaics and trait remixing. For a pair of interacting
species, a ‘hot spot’ is a location where the fitness of both

species is affected by the distribution of traits in the other
species. In contrast, in a ‘cold spot’ the fitness of at least
one of the species is unaffected by the other. The term
‘selection mosaic’ refers to variability in the functions
that describe reciprocal fitness interactions across space.
Finally, ‘trait remixing’ includes gene flow across land-
scapes, random genetic drift within populations, extinc-
tion and recolonization of local populations and
mutation. The GMTC predicts that these three processes
lead to three observable patterns: spatial variation in the
traits mediating an interspecific interaction, trait mis-
matching among interacting species and few species-
level coevolved traits (Thompson, 1999, 2005).
Here, we aim to explain these hypothesized processes

and predicted patterns clearly, and highlight empirical
approaches to use – and to avoid – when testing the
geographic mosaic theory of coevolution. Note that this
brief review does not consider the historical context or
development of the GMTC; interested readers should
consult Thompson (2005).

Verifying predicted patterns is not enough

The geographic mosaic theory of coevolution predicts
that hot and cold spots, selection mosaics and trait
remixing should result in the three major patterns of
coevolution described above. Although mathematical
models confirm that these predicted patterns follow from
the assumptions of the GMTC (e.g., Gomulkiewicz et al.,
2000), identical patterns could be generated without
invoking selection mosaics, trait remixing or inter-
mingled coevolutionary hot and cold spots. We illustrate
this point using the example of an antagonistic, cyclical
interaction, although similar arguments can be devel-
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oped readily for all major forms of ecological inter-
actions.

Spatially variable traits
The GMTC predicts that traits mediating species inter-
actions should be spatially variable, yet this pattern will
almost inevitably be produced by antagonistic coevolu-
tion even in the absence of selection mosaics, trait
remixing or occasional cold spots. For example, take
coevolution between a host and parasite mediated by
quantitative traits in each species (Figure 2). In the
absence of gene flow, coevolutionary dynamics are likely
to be out of phase among patches because of slight
variations in initial phenotype frequencies (Morand et al.,
1996). Consequently, traits mediating the interaction are
likely to vary across space (Figure 2).

Sensitivity to historical genotype frequencies also
occurs in mutualistic and competitive interactions
(Parker, 1999; Nuismer et al., 2000; Thompson et al.,
2004). Documenting spatial variation in traits mediating
an interaction therefore does not by itself provide clear
support for the GMTC over alternative explanations.
However, such observations may be critical in identify-
ing traits of importance to an interaction, and may
warrant further study in the context of the GMTC.

Trait mismatches
A second major pattern predicted by the GMTC is that
the traits mediating an interaction will be well matched
in some localities but mismatched in others. This
prediction has been evaluated in multiple empirical
studies by comparing the extent to which traits mediat-
ing an interaction mismatch across multiple locales
(Brodie et al., 2002; Zangerl and Berenbaum, 2003;
Siepielski and Benkman, 2004). Evaluating whether the
results of these studies support the GMTC, however, is

made difficult by the absence of any formal definition for
a ‘match’ or ‘mismatch’ (Thompson, 1994, 1999, 2005).

An intuitive definition of matching can be made in
terms of functional relationships among coevolving
traits. For example, pollinators and the flowers they
pollinate must emerge at about the same time; the
functional relationship between pollinator emergence
time and plant flowering time thus defines trait match-
ing. Such relationships have primarily been determined
via regression techniques (e.g., Benkman, 1999; Brodie
et al., 2002; Brodie and Ridenhour, 2003; Toju and Sota,
2006); the coefficient of determination (R2) then indicates
how well matched a pair of traits are across a geographic
mosaic. Techniques used in determining allometric
scaling relationships (such as reduced major-axis regres-
sion; Sokal and Rohlf, 1995) may be particularly useful in
determining functional trait matching. Note, however,
that in some cases trait matching is not expected. For
example, trait values should continually increase when
‘bigger is better’ in the absence of fitness trade-offs (i.e.
costs) and thus trait matching should not be evident.

An alternative, indirect approach to evaluating trait
mismatching, is to quantify levels of local maladaptation
in interacting species (Nuismer, 2006). Local maladapta-
tion has been defined both verbally and mathematically,
and has been subject to extensive empirical and
theoretical investigation (Gandon et al., 1996; Lively
and Jokela, 1996; Morand et al., 1996; Kaltz and Shykoff,
1998; Kaltz et al., 1999; Oppliger et al., 1999; Gandon and
Michalakis, 2002; Thrall et al., 2002; Dybdahl and Storfer,
2003; Kawecki and Ebert, 2004; Lively et al., 2004;
Nuismer, 2006). Local adaptation has been characterized
theoretically within two broad frameworks whose
appropriateness is under debate: home versus away
and local versus foreign (Kawecki and Ebert, 2004). In
contrast, empirical approaches to determining local
adaptation involve either reciprocal cross-infection or
reciprocal transplant experimental designs. These de-
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signs involve measuring and comparing the fitness of
individuals within their natal and non-natal environ-
ments. Several studies have used such an approach to
document local maladaptation in at least one member of
an interacting species pair (e.g., Morand et al., 1996; Kaltz
and Shykoff, 1998; Kaltz et al., 1999; Oppliger et al., 1999).

Neither trait mismatching nor local maladaptation
provide a rigorous test of the GMTC, as both can evolve
in the absence of selection mosaics, coevolutionary cold
spots or trait remixing. For example, Figure 2 shows
there can be strong temporal and spatial variation in the
degree of trait mismatching despite lacking the central
evolutionary processes invoked by the GMTC. The same
is true for local maladaptation which has been demon-
strated more rigorously by Morand et al. (1996). Despite
this, it is important to emphasize that – at least from a
theoretical perspective – selection mosaics and coevolu-
tionary cold spots can greatly increase the likelihood of
observing local maladaptation or trait mismatching
(Gomulkiewicz et al., 2000; Nuismer et al., 2000, 2003;
Nuismer, 2006), although they are not required for such
patterns to occur. Thus, these patterns do not provide
unequivocal support for the GMTC either.

Few species level coevolved traits
The final major predicted pattern of the GMTC is that
few traits involved in an interaction will ultimately
become fixed within a pair of species or at higher
taxonomic levels. This follows from the first prediction in
that if the majority of traits important to an interaction
vary across space, then only the few remaining traits that
are uniform across space could qualify as being
coevolved at the level of the entire species.

Because this prediction is a simple corollary of the first,
it too can easily be explained without recourse to the
specific processes that make up the GMTC. Again,

consider the simple example of antagonistic coevolution
(Figure 2). The antagonistic interspecific interactions
cause the trait means of the coevolving species to differ
across the communities despite the fact that they are
identical in all respects with the exception of their initial
allele frequencies. Thus, we observe spatial variation in
the traits important to the interaction, rather than
spatially uniform coevolved traits, simply because the
two communities differed in their initial allele frequen-
cies. Similar scenarios can be easily developed for
mutualistic and competitive interactions (Parker, 1999;
Nuismer et al., 2000).
In summary, its main ecological predictions regarding

patterns of coevolution are not unique to the GMTC. This
does not invalidate the GMTC. Moreover, future theore-
tical work may identify additional predicted patterns
that prove exclusive to the GMTC. Regardless, the
GMTC as it currently stands does advance a specific
set of hypotheses about the underlying processes that
give rise to Thompson’s predicted coevolutionary pat-
terns. Distinguishing a geographic mosaic from alter-
native evolutionary processes, therefore, requires direct
empirical examination of the ecological and population
genetic processes that can give rise to spatially variable
interactions.
This brings us to the first – and main – set of dos and

don’ts for testing the GMTC: don’t just verify the
predicted patterns. Do test the processes hypothesized
to form its foundation.

Processes of the geographic mosaic theory

Because, in our view, the geographic mosaic theory of
coevolution is best tested by examining its processes –
coevolutionary hot and cold spots, selection mosaics, and
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Figure 2 Coevolutionary dynamics of trait means, z1 and z2 (left hand panels), and trait mismatching, z1–z2 (right hand panels), for an
interaction between a host/prey species (z1; gray lines) and a parasite/predator species (z2; black lines) occurring in two completely isolated
populations. The only difference between the two populations labelled a and b is initial allele frequencies at the underlying loci. Dashed
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trait remixing – we turn to describing each in more detail
and discuss ways they can be tested.

Coevolutionary hot and cold spots

The GMTC assumes that fitness interactions among
species vary geographically in intensity. In the language
of the theory, a region in which reciprocal selection
occurs is a ‘coevolutionary hot spot,’ whereas a region
where reciprocal selection is absent is termed a ‘coevolu-
tionary cold spot’ because the fitness of at least one
species is completely unaffected by the other (Figure 3).
Coevolutionary cold spots arise for many reasons,
including nonoverlapping geographic ranges (Nuismer
et al., 2003), the presence or absence of additional species

(Benkman et al., 2001) or shifting abiotic conditions
(Hochberg and van Baalen, 1998).

In principle, identifying a coevolutionary hot spot is
relatively straightforward, and requires demonstrating
only that reciprocal selection occurs in a natural
population. In practice, however, establishing that
reciprocal selection exists in natural populations has
proven challenging for numerous reasons. These diffi-
culties include identifying traits that mediate an interac-
tion, measuring fitness consequences of interactions for
both species and inferring reciprocal selection from these
data in a statistically rigorous fashion.

Largely because of the challenges inherent to establish-
ing reciprocal selection, many empirical studies have
relied on comparative spatial analyses of phenotypes or
levels of host resistance to identify potential coevolu-

In hot spots, both species’ fitness depends on the
other species’phenotype.
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Figure 3 Interspecific frequency-dependent fitness surfaces in cold versus hot spots. Each point on a surface corresponds to the fitness of an
individual of one species as a function of its own phenotype and the mean phenotype of the partner species with which it interacts. The
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tionary hot spots (Brodie et al., 2002; Zangerl and
Berenbaum, 2003; Laine, 2006) rather than measuring
reciprocal selection per se. Other empirical studies have
directly measured the strength of phenotypic selection,
but have measured selection on each of the component
species in different geographic regions (Benkman et al.,
2003) or on only one of the component species (Rudgers
and Strauss, 2004). These studies are important advances
in our current understanding of species interactions and
they have identified promising empirical approaches
(and systems) that should eventually allow full con-
firmation of the existence of the intermingled coevolu-
tionary hot and cold spots postulated by the GMTC.

One of the most clear-cut approaches that future
studies can take to identify coevolutionary hot spots fully
and rigorously is to use extensions of the single-species
regression approaches pioneered by Lande and Arnold
(1983) for estimating selection gradients. Specifically, the
recent development of selective source analysis (Brodie
and Ridenhour, 2003; Ridenhour, 2005), by which the
contribution of reciprocal selection to observed selection
gradients can be quantified, should greatly facilitate
detection of coevolutionary hot spots. The data required
for this statistical framework are (1) traits of interacting
individuals and (2) fitness consequences of individual
interactions for both component species. Although
challenging, these data can plausibly be collected for
many types of interactions.

Coevolutionary cold spots can be more challenging to
detect than hot spots. This is mainly because when both
species are present, it can be difficult to rule out a lack of

statistical power in failing to detect reciprocal selection
or be confident that target traits in each species have
been correctly identified. A significant exception is when
a component species is completely absent from a locality.
It is tempting to define hot and cold spots relative to

specific traits that might be subject to reciprocal selection
in some places but not others. This is unnecessary,
however, if one adopts a multivariate view of interacting
phenotypes where fitness depends on the complete set of
characters contributing to interactions somewhere in the
species’ joint range. A cold spot then corresponds to
the absence of reciprocal multivariate selection relative
to the entire suite of traits that could potentially affect
interacting species across their collective extent.
To sum up, our dos and don’ts for evaluating hot and

cold spots are: do use regression approaches, selective
source analysis and multivariate approaches to infer hot
spots. When looking to establish cold spots for a
particular interaction, don’t forget to include regions
where one of the species is completely absent.

Selection mosaics

The second – and most distinctive – basic hypothesis of
the GMTC is the selection mosaic. ‘Selection mosaic’
refers to spatial variation in the interspecific frequency-
dependent fitness functions describing reciprocal selec-
tion among interacting species (Thompson, 2005, pp 100–
101). To illustrate this concept, consider Figure 4, which
shows frequency-dependent fitness surfaces for one of
two species that interact across two locations. Each
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surface shows how the fitness function of species 1
depends on the mean phenotype of species 2 at a
particular location. The upper half of the figure shows
a case in which the fitness surfaces are the same at the
two locations. This is not a selection mosaic. By contrast,
the lower part of the figure portrays a scenario in which
the fitness surfaces are different in the two locations. This
is a selection mosaic.

Cold spots represent a distinct form of interspecific
frequency-dependent fitness (namely, its absence) and so
it may seem natural to treat them as being part of a
selection mosaic. However, Thompson’s original defini-
tion of a selection mosaic refers strictly to populations
where reciprocal selection occurs. Thus, his definition
specifically excludes cold spots.

A selection mosaic, as formally defined, is not
equivalent to spatial variation in the strength or direction
of reciprocal selection. The difference is subtle and can be
easily missed. Indeed, spatially variable or spatially
uniform selection can occur in the presence or absence of
a selection mosaic. To see this, consider the upper
scenario in Figure 4, which is not a selection mosaic
because the fitness surfaces are the same. If the mean
phenotype of species 2 differs between the two habitats,
then species 1 would experience spatially variable
selection in the absence of a selection mosaic (compare
the fitness functions realized by species 1 in the two
locations – represented by the two white contours – and
the resulting strengths of local directional selection). It is
theoretically possible, but exceedingly improbable in
practice, that a species can experience geographically
uniform selection in a selection mosaic if the distribu-
tions of the interacting species vary in a specific way
among sites. The lower portion of Figure 4 shows such
an exception: this is a selection mosaic because the fitness
surfaces at the two locations are different yet species 1
experiences spatially uniform directional selection.

As a single frequency-dependent fitness function can
be consistent with spatially variable selection when
phenotypic distributions vary across space (Figure 4,
top), it is important to show empirically that fitness
functions differ in different locations to document a
selection mosaic. One approach is to use the fact that
reciprocal selection can vary across a landscape over
which phenotypic distributions of interacting species are
spatially uniform only if that landscape is a selection
mosaic.

Testing for selection mosaics thus depends both on
detecting reciprocal selection at different localities (i.e.,
identifying multiple coevolutionary hot spots) and on
establishing variability in frequency-dependent fitness
functions across these same localities. A bona fide
selection mosaic, as specifically defined by Thompson’s
theory (op. cit.), has yet to be rigorously identified for
any coevolutionary system. Nevertheless, several em-
pirical studies have used either clever experimental
manipulations (e.g., Rudgers and Strauss, 2004) or
surveys of geographical variation in traits combined
with measurements of phenotypic selection (e.g., Benk-
man, 1999; Benkman et al., 2003) to suggest their
existence.

An important challenge for future empirical and
theoretical work will be developing novel experimental
designs and statistical tools that can rigorously test for
variability in frequency-dependent fitness functions.

Probably, the most direct way to detect a selection
mosaic empirically is to carefully replicate genotype
frequencies in all species across different localities. If
reciprocal selection varies across sites for these replicated
communities, a selection mosaic must be present. (The
absence of such variation is inconclusive.) Alternatively,
one may be able to develop statistical methods that
control for different underlying genotypic distributions
in selective source analysis (Brodie and Ridenhour, 2003;
Ridenhour, 2005). And as interaction fitnesses are
essentially functions of partner species’ phenotypes,
another approach might be to apply function-valued
trait methods (Kirkpatrick and Heckman, 1989; King-
solver et al., 2001) to identify selection mosaics by
statistically distinguishing different functional forms of
reciprocal selection.

In summary: don’t confuse selection mosaics with
variable selection; they are not the same. Do investigate
whether frequency-dependent fitness functions – and not
just the strength of selection – vary across space.

Trait remixing

Although selection mosaics await full empirical con-
firmation, the third premise of the GMTC, trait remixing,
represents ‘the uncharted waters of coevolutionary
research’ (Thompson, 2005). Nevertheless, trait remixing
is the direct basis for the GMTC’s prediction that
interacting species are sometimes mismatched or locally
maladapted. Trait remixing tends to produce locally
mismatched phenotypes or local maladaptation because
it continually alters the spatial distributions of alleles and
traits that mediate interspecific interactions thereby
interfering with local selection. There are four potential
mechanisms, which we discuss in turn: gene flow across
landscapes, random genetic drift within populations,
extinction and recolonization of local populations, and
mutation.

Under the GMTC, gene flow is sometimes considered
a source of local maladaptation and trait mismatching
because traits or alleles shaped by selection in one
community context are introduced into a different
context (Nuismer et al., 1999; Gomulkiewicz et al.,
2000). Mismatching can be common among populations;
in parsnip webworms, phenotypic mismatch occurred in
eight of 20 populations, and the best explanatory variable
was proximity to populations on an alternate host,
suggesting the importance of migration (Zangerl and
Berenbaum, 2003).

However, gene flow can also be a creative force,
providing genetic variation for reciprocal selection and
continued coadaptation. For example, under antagonistic
coevolution, theoretical studies show that, provided
migration rates are low, the species with the relatively
greater amount of gene flow will generally show
adaptation, rather than maladaptation (Gandon et al.,
1996; Gandon, 2002). A number of empirical studies of
hosts and parasites have examined local adaptation and
relative gene flow and support this theoretical result
(reviewed in Dybdahl and Storfer, 2003).

Whether gene flow is an important source of trait
remixing depends on the relative geographic scales and
strength of selection mosaics compared to gene flow. If
dispersal distances are small compared to the sizes of
selectively distinct patches, then gene flow should play a
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minor role in trait remixing. When dispersal distances
span selectively different patches, the effect of gene flow
will depend on the heterogeneity of selection across the
selection mosaic. When selective differences are weak
among patches, gene flow has a small effect on trait
remixing. However, gene flow might be an important
influence when gene flow is high and selective differ-
ences are large across the mosaic. Thus, testing the
importance of gene flow in trait remixing requires
estimating gene flow (e.g. using neutral genetic markers)
across the same landscape for which the scale and
strength of selection mosaics have been mapped.
Although no study has yet mapped a selection mosaic
(see above), gene flow and the spatial genetic structures
of interacting species pairs have been estimated using
neutral genetic markers (e.g., Mulvey et al., 1991;
Dybdahl and Lively, 1996; Althoff and Thompson, 1999;
McCoy et al., 2005; Prugnolle et al., 2005; review in
Criscione and Blouin, 2006).

Mapping the geographic scale of gene flow relative to
selection mosaics requires sampling genetic marker
variation at multiple sites across the (putative) selection
mosaic. The importance of gene flow in trait remixing
would be indicated by a relatively large proportion of
genetic variation partitioned across selectively distinct
patches (AMOVA, Schneider et al., 2000), or the identi-
fication of genetically connected populations that
extend across selectively distinct patches (STRUCTURE,
Pritchard et al., 2000). Assignment methods (Cornuet
et al., 1999; Manel et al., 2005) might offer the possibility
of determining whether a particular population receives
immigrants from populations subject to a different
selection regime.

A second trait remixing process, random genetic drift,
might lead to trait remixing if the force of selection is
weaker than drift. If so, alleles that underlie traits may
drift to high frequencies despite selection. If predomi-
nant trait values within populations result from drift
rather than selection, then levels of divergence among
populations of traits that mediate interspecific interac-
tions should resemble levels observed in selectively
neutral traits.

Genetic marker variation can provide a neutral
expectation against which the landscape pattern of trait
variation can be compared (Spitze, 1993; reviewed in
Merila and Crnokrak, 2001; McKay and Latta, 2002). One
approach is to compare the phylogeographies of species
of interest with other independent species across the
same landscape. Incongruent phylogeographies could
suggest that selection rather than drift (or other historical
factors) drove trait variation (Thompson and Calsbeek,
2005).

Another means of distinguishing adaptive and neutral
causes of geographical variation is to compare relative
levels of among-population divergence in quantitative
traits and neutral genetic markers. For example, levels of
among-population divergence for neutral traits, driven
by drift and migration only, can be estimated with FST. At
the same time, levels of phenotypic divergence in
coevolving traits, driven by drift, migration and selec-
tion, can be estimated with QST. Drift could be ruled out
as a plausible explanation of the observed divergence in
coevolving traits if FST oo QST. It is also possible to
incorporate information on geographic distances among
patches in a selection mosaic following Storz (2002),

where both FST and QST should be correlated with
geographical distance if the distribution of coevolving
traits is governed by drift rather than selection. Such
comparisons are most robust for phenotypic traits with a
predominantly additive basis in outbred species (López-
Fanjul et al., 2003; Goudet and Büchi, 2006).
Metapopulation dynamics, driven by the extinction

and recolonization of populations, can also alter the
spatial distribution of alleles created by gene flow and
drift (Slatkin, 1987) and thereby provide yet another
mechanism for trait remixing. According to theory, when
recolonization of extinct populations follows the ‘propa-
gule pool’ model (colonists originate from a subset of
populations), neutral variation among populations can
be greater than migration-drift equilibrium expectations
without extinction/recolonization. In contrast, ‘migrant
pool’ recolonization (colonists originate from the entire
set of populations) leads to relative homogenization of
neutral genetic variation among populations (Slatkin,
1987; Whitlock and McCauley, 1990). Thus metapopula-
tion dynamics can, depending on the mode of coloniza-
tion, have opposite effects on spatial genetic structure.
In the context of coevolution, metapopulation dy-

namics can drive the pattern and geographic scale of
local adaptation and maladaptation between interacting
species, leading to local adaptation either among
populations within a metapopulation (Thrall et al.,
2002) or among metapopulations (Laine, 2005). Under-
standing the importance of metapopulation dynamics in
a coevolutionary system requires longitudinal studies or
occupancy surveys of a large number of patches to
estimate the rate of population extinction and recoloni-
zation and detailed studies of the source populations of
colonists (Whitlock, 1992; Dybdahl, 1994; Ingvarsson
et al., 1997).
Mutation is the ultimate source of new traits and

alleles, and also a potential cause of trait remixing. But
detecting new mutations and their fitness consequences
in natural populations – particularly for traits important
to an interspecific interaction – is difficult. Nevertheless,
experimental coevolutionary studies with bacteria and
phage have shown that mutation can be the source of
variation in coevolutionary trajectories among replicate
populations (Buckling and Rainey, 2002).
Here, then, are some dos and don’ts for testing trait

remixing. Don’t measure gene flow without comparing it
to the scale and strength of selection mosaics. Do
compare the spatial structures of interacting phenotypes
and neutral genetic markers to assess the importance of
gene flow, local selection and random genetic drift.
Although it may be more challenging, do try to measure
extinction/recolonization dynamics and spontaneous
mutation.

Conclusion

Coevolutionary studies that incorporate geographic
structure have contributed substantially to our under-
standing of species interactions on both ecological and
evolutionary time scales. Many of these studies have
been inspired by the GMTC. The continuing influence of
the GMTC, however, will depend on its verification by
strong empirical tests.
We have argued that truly rigorous tests of the GMTC

must focus on the hypothesized evolutionary and
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ecological processes. Unfortunately, testing appropri-
ately for these processes within any empirical system is
not easy. Doing so requires careful and extensive
documentation of reciprocal and non-reciprocal selec-
tion, the forms of selection across the range of the
interaction, and trait remixing through gene flow, drift,
metapopulation dynamics and mutation. Moreover,
appropriate statistical frameworks for testing some
aspects of the GMTC have yet to be developed. Many
researchers may therefore be discouraged by our
recommendations; given the logistical constraints of
most empirical systems, it may seem impractical – or
even unproductive – to attempt to comprehensively test
for a geographic mosaic. We contend, however, that
rigorous tests of the GMTC are not only possible but
have tremendous potential to increase our practical
understanding of coevolution. We propose that testing
of the theory can be streamlined using a stepwise, ‘triage’
approach (Figure 5). This strategy, which includes steps
similar to ones proposed by Thompson (2005, chapter 8),
should at least partly be feasible for even complex or
little-known study systems, where practical and logis-
tical hurdles can be high.

The indispensable first step is to gather information on
the distribution and natural history of interacting
partners within a coevolutionary system. This step could
include identifying candidate traits that may be under
reciprocal selection, as well as potential coevolutionary
hotspots and other physical and biotic factors that might
affect the interaction. Second, researchers should gather

data that could be used to test for reciprocal selection
between coevolving partners using the regression ap-
proaches cited above. Of course, one can never com-
pletely rule out reciprocal selection as it is always
possible that selection might be acting on cryptic traits
or in narrowly distributed (or unsampled) coevolution-
ary hotspots, or that sample sizes are simply too small to
detect weak selection. However, until there is a positive
evidence of reciprocal selection acting on some traits, in
at least some populations, further testing of a geographic
mosaic is unnecessary.

If reciprocal selection is present, researchers could next
direct their efforts in either of two directions (Figure 5).
On one hand, they could measure the spatial genetic
structures of the interacting species to determine
whether gene flow, drift, extinction/recolonization, or
mutation have the potential to produce trait remixing.
On the other hand, a researcher could search for cold
spots and selection mosaics, perhaps suggested by
geographic variation in the physical or biotic environ-
ment. Of these two paths, it is probably easiest to test for
trait remixing via gene flow or drift and look for cold
spots in which one of the interacting species is absent.
Regardless of how one proceeds initially, tests of both
processes will be needed to fully discern whether the
components of trait remixing and divergent selection
occur on comparable scales.

Although this final stage presents the most challenging
empirical hurdle for testing the geographic mosaic
theory, and reaching this stage may require many years
of work by multiple investigators, the investigative
process itself has great potential to reveal significant
knowledge about coevolution. Within natural systems,
rigorously testing the evolutionary processes underlying
a geographic mosaic can reveal how selection and gene
flow act in concert to maintain the diversity of coevolu-
tionary systems over time, even in the face of rapidly
changing environments and ecological communities.
Additionally, explicit tests of the fundamental processes
of the geographic mosaic hold excellent promise to
improve our understanding of coevolution in applied
settings, such as epidemiology. Indeed, the emergence,
spread, and evolution of human infectious diseases can
be highly dependent on geographic structuring of
populations, communities and selection. Arthropod-
vectored diseases such as malaria and Dengue fever,
where coevolutionary changes occur extremely rapidly,
are two prominent examples in this regard. Information
gleaned from our triage approach (Figure 5) or other
empirical tests of the GMTC in this context could lead to
approaches for combating these diseases (Woolhouse,
2002).

To conclude, do pursue rigorous empirical examina-
tions of the GMTC and don’t be put off by the challenges.
By focusing research efforts on appropriate and powerful
studies of its underlying ecological and evolutionary
processes, tests of the geographic mosaic theory of
coevolution will illuminate the inner workings of the
coevolutionary process.
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